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This note is intended to be a slightly more proper version of the summary I gave at the end of Probability Sheet 2, it is not meant to be in any way complete or authoritative!

## 1 Definition

In his famous paper, Riemann uses

$$
\begin{equation*}
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}}, \quad \operatorname{Re} s>1 \tag{1}
\end{equation*}
$$

extensively. This function was originally studied by Euler, who produced many of your favourite identities like $\sum_{n=1}^{\infty} n^{-2}=\pi^{2} / 6$ and so on, but it was Riemann that really demonstrated how deeply connected it is to the primes, and proved most of its important properties, so it seems reasonable to name it after him.

## 2 Euler Product

One result that Euler derived (and that the question gets you to derive in a very different way) is the following product

$$
\begin{equation*}
\zeta(s)=\prod_{p \text { prime }}\left(1-p^{-s}\right)^{-1}, \quad \operatorname{Re} s>1 \tag{2}
\end{equation*}
$$

this is called the Euler product of the zeta function.

## 3 Analytic continuation

The series ([1) and product (2) that we currently have only work for $\operatorname{Re} s>1$. We would really like to have a function defined on as much of the complex plane as possible. It turns out there is a unique way of doing this that maintains that $\zeta(s)$ is complex-differentiable ("analytic"). Riemann writes down an integral over a contour in the complex plane that can be shown to be equal to the series in $\operatorname{Re} s>1$, but exists as an analytic function with a finite value for all $s$ with one exception: at $s=1$ it looks like $1 /(s-1)$.

## 4 Functional equation

The analytically continued $\zeta$-function (which we still call $\zeta$ since this version supersedes our original definition) has the following functional equation, which Riemann also proves (in two different ways) in his paper:

$$
\begin{equation*}
\zeta(1-s)=2(2 \pi)^{-s} \cos \left(\frac{1}{2} \pi s\right) \Gamma(s) \zeta(s) \tag{3}
\end{equation*}
$$

In particular, this tells us about the region $\operatorname{Re} s<0$ in terms of the region $\operatorname{Re} s>1$, where we know quite a lot. It also suggests that the line $\operatorname{Re} s=1 / 2$ is significant, since it is mapped to itself.

[^0]
## 5 The number of primes less than a given magnitude

Probably the most extraordinary claim in Riemann's paper is the following formula, called Riemann's explicit formula:

$$
\begin{equation*}
\Pi(x)=\operatorname{li}(x)-\sum_{\rho} \operatorname{li}\left(x^{\rho}\right)-\log 2+\int_{x}^{\infty} \frac{d t}{t\left(t^{2}-1\right) \log t} \tag{4}
\end{equation*}
$$

(this is not Riemann's notation, his is rather more generic), where:

- The function on the left is

$$
\Pi(x)=\sum_{n=1}^{\infty} \frac{1}{n} \pi\left(x^{1 / n}\right)
$$

and $\pi(x)$ is the number of primes less than $x$. For a given $x$ this always terminates since eventually $x^{1 / n}<2$. For large $x$ the first term dominates significantly: using the Prime Number Theorem (see below) gives that it is asymptotically $x / \log x$, while the next term is asymptotically $x^{1 / 2} / \log x$.

- $\operatorname{li}(x)=\int_{0}^{x} d t / \log t$ is the logarithmic integral, which had been observed by Gauss to be a good approximation for $\pi(x)$ from looking at tables of both functions; Riemann's paper was intended as a large generalisation of this paper. This is the "main term"; it comes from the simple pole of $\zeta(s)$ at $s=1$.
- $\rho$ is a sum over the zeros of $\zeta(s)$ in the strip $0 \leqslant \operatorname{Re} s \leqslant 1$.
- The zeros with $\operatorname{Re} s<0$ contribute the last term, which is tiny: even for $x=2$ its value is $<0.15$.

The magnitude of the contributions in the second-most-significant term are determined by the real parts of the zeros, more on this in the next section.

The formula (4) was derived by Riemann in a way that even at the time was regarded as somewhat suspect, and as with many of Riemann's extraordinary contributions, required some time to be put on a firmer footing; in this case it was done by von Mangoldt in 1895, who proved a variant based on a different prime-counting function, and then converted it into Riemann's own formula.

## 6 Zeros

Because an infinite product of complex numbers cannot converge to 0 unless one of the factors is 0 , Euler's product (2) tells us that $\zeta(s)$ has no zeros with $\operatorname{Re} s>1$.

The functional equation tells us that the only zeros in $\operatorname{Re} s<0$ are at negative even integers: these are called trivial zeros, firstly because they were so easy to find, secondly because their contribution to the explicit formula (4) is uninterestingly small. Both of these were known to Riemann.

Therefore all the interesting zeros of $\zeta(s)$ lie in the strip $0 \leqslant \operatorname{Re} s \leqslant 1$.
In 1896, Hadamard and de la Vallée Poussin independently proved the Prime Number Theorem,

$$
\pi(x) \sim \frac{x}{\log x},
$$

by showing that $\zeta(s)$ has no zeros with $\operatorname{Re} s=1$. Hence we are left with the critical strip, $0<\operatorname{Re} s<1$ (notice that this means that the "main term" in the explicit formula (4) really does dominate each of the terms in the sum over the zeros).

The functional equation also tells us that there is symmetry in the zeros: a zero at $1 / 2-s$ in the critical strip implies that there is one at $1 / 2+s$. The zeta function has real coefficients and so $\overline{\zeta(\bar{s})}=\zeta(s)$, which means that the zeros are also symmetric about the real axis.

Recalling that the real parts of the zeros affect the magnitude of the corrective terms in the Explicit Formula (4), and that if we have off the critical line, the previous paragraph implies we will have at least one with real part $>1 / 2$, the best possible scenario for the size of the correction terms is that all the zeros lie on the critical line $\operatorname{Re} s=1 / 2$; this is the Riemann hypothesis, now the most famous unsolved problem in Mathematics.

Although the result remains open, we have various partial results and evidence:

- The Prime Number Theorem restricts us to looking in the open strip instead of the closed one. In fact a refinement of this gives a zero-free region: de la Vallée Poussin showed in 1899 there are no zeros with $\operatorname{Re} s \geqslant 1-C / \log |\mathfrak{J} s|)$ for some positive constant $C$, and this has been improved over the years by various people, the Wikipedia article on the Riemann hypothesis has a list of recent papers and results in this area.
- G.H. Hardy proved in 1915 that there are infinitely many zeros on the critical line. This is interesting but tells us very little else: not only could there be infinitely many off the critical line, but their density could be such that the proportion of zeros on the critical line is 0 (to put this on a firm footing, imagine a rectangle of the critical strip of finite height, and count those on and off in it).
- The best current result is that, by this measure, about $5 / 12$ of the zeros are on the critical line; this was proven very recently by Pratt, Robles, Zaharescu, and Zeindler.
- As far as numerical calculations go, the evidence is pretty overwhelming: the most recent paper, by ${ }^{\square}$ calculated the positions of the first $12 \cdot 10^{12}$ zeros, up to imaginary part roughly $3 \cdot 10^{12}$. (Obviously all were on the critical line, or you would have heard about the counterexample!)
- The ideas in the zeta function has been extended in lots of other situations for other series with terms resembling $n^{-s}$, leading to many other zeta functions (and their cousins with other arithmetic functions in the numerator, $L$-functions), many of which have most of the same characteristics as Riemann's zeta function, including equivalents of Euler products, functional equations, the explicit formula, and of course their own equivalent of the Riemann hypothesis. Some of these equivalent RHs are proven.
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